Novel computer architecture concepts, such as massive parallelism at instruction-level and process-level, have led to the need for significant refactoring and modification in the operational code base of large-scale computational physics packages in order to access the massive raw computational capacity that modern supercomputers offer. We present a few examples from our Performance Prediction Toolkit (PPT) project that show how relatively simple performance models predict runtimes of physics methods such as Smoothed Particle Hydrodynamics, Implicit Monte Carlo, Molecular Dynamics across a variety of parameterized hardware architectures. Our modeling method is based on the Parallel Discrete Event Simulation (PDES) engine Simian, which serves as an insightful example for the power of Just-in-time compilation tools in easy-to-maintain and rapidly prototyped programming languages.
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